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Basic idea

Integrate LLM with an information
retrieval engine

\ e Embed documents into vectors

e Find most similar documents

e Add as context for response



Access to up-to-date knowledge
Reduce hallucinations/Improve factuality

Reliable referencing (sources)



Why not RAG

Limited context
Cost of inference

Cost of persistence

No inter-document processing



Baseline
RAG
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Phase 1: Document
Indexing

r

Source Embedding )

docs model 1. Split each document into chunks
. J 2. Embedd each chunk into a vector
3. Store in vector DB

Embedding Vector Store
Query : : : Context
model Index (DB)

LLM : Answer



Phase 2: Inference

Source Embedding
1. Embed query

2. Find most similar chunk/s
3. Concatenate with query & generate

( Embedding ) ﬁector Store
Query > Context
( >\) model Qﬂex (DB)
LLM _)< Answer >

docs model




Medprompt



—

CoT source
Qs

-

source QAs

Filtered (
érce QAs }

Medprompt

~
LLM
g J
filtered
only Qs
Embedding )
model

+ CoT

(QuestiorD_>

Embedding )

model

Vector Store
Index (DB)

semble

choice shuffling

f

LLM

Answer

majority
voting

Final
answer




r

Medprompt: 1 Question indexing

Vector Store

/ LLM
\_ _J
CoT source
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only Qs
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Source QAs
source QAs model
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. Embedding
Question
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Medprompt: 2 Inference

query Q and source Q

: N
sim search between |
I

__l

LLM
CoTl sdurce
Qs filtered
only Qs
Filtered Embedding
Source QAs -
source QAs model :
+ CoT '\
. ( Embedding ) Vector Store
Question
< ) model Index (DB)

semble
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RAG

Painpoints
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Hybrid search : 1

Keyword (sparse vectors) +

: semantic search (dense vectors
Source Embedding ( )

\. J

Sparse [0, 0,0, 1, ..., 0, O
Dense [0.3, 0.1, 0.9, 0.1, ..., 0.5, 0.2]

docs | model

Vector Store
Index (DB)

( Embedding )
<Query ) model

LLM _)< Answer >
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Re-ranking ‘\

Bi-Encoder Cross-Encoder
( Cosine-Similarity ) 0...1

T 1 T
o ((clossier )

T T
Croirn ) (o) !

( BERT )
BERT

T T

Sentence A Sentence B Sentence A Sentence B
fast, but less accurate

BERT

_.C_,
_,C_,

more accurate due to the cross-attention

(used in first stage retrieval) . .
computation between query and article tokens, but slow

https://weaviate.io/blog/cross-encoders-as-reranke

https://cookbook.openai.com/examples/search_reranking_with_cross-encoder (Caﬂ be trained USing datasets as MS'MARCO)



https://weaviate.io/blog/cross-encoders-as-reranker
https://weaviate.io/blog/cross-encoders-as-reranker
https://cookbook.openai.com/examples/search_reranking_with_cross-encoders
https://cookbook.openai.com/examples/search_reranking_with_cross-encoders

Retrieval of low-relevance docs/chunks (2
Re-ranking

https://weaviate.io/blog/cross-encoders-as-reranker
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Retrieval of low-relevance docs/chunks (2)

- Al & ML interests

This repository hosts the cross-encoders from the
SentenceTransformers package. More details on
https://www.sbert.net/docs/pretrained_cross-
encoders.html

. Team members |

Re-ranking

SBERT Sentence Transformers - Cross-Encoders university

& https://www.sbert.net/ ¥ Nils_Reimers €) nreimers

¢ Models &

. cross-encoder/nli-deberta-v3-large

= Zero-Shot Classification « Updated Dec 28, 2 L, 5.67k

€ cross-encoder/nli-deberta-v3-small

&4 Zero-Shot Classification «+ Updated Dec 27,2021 -  11.6k

8 cross-encoder/stsb-roberta-large

=5 Text Classification « Updated Aug 5, 2021 « . 44.4k

B cross-encoder/stsb-distilroberta-base

=% Text Classification « Updated Aug 5, 2021 L 19.8k « © 2

CIross- encoder/quora- roberta-large

=% Text Classification + Updated Aug 5, 2021 + 4226k « © 2

A2 Request to join this org

Tl Sort: Recently updated

. Cross- encoder/nll -deberta-v3-xsmall

Zero-Shot Classification « Updated Dec 27, 2021 V,1.62k

cross-encoder/nli-deberta-v3-base

~N—

% Zero-Shot Classification « Updated Dec 27, 2... l, 18.5k

8 cross-encoder/stsb-roberta-base

+% Text Classification « Updated Aug 5, 2021 « . 33.2k 2
& cross- encoder/stsb T1nyBERT L-4

% Text Classification » Updated Aug 5, 2021 L, 136k « © 1
cross-encoder/quora-roberta-base

=% Text Classification « Updated Aug5,2021 « 1,422k « O 1

https://hugdingface.co/cross-encode

I

1 Watch repos


https://huggingface.co/cross-encoder
https://huggingface.co/cross-encoder

Retrieval of low-relevance docs/chunks (2)

Pair RM

X+ YN+ Yn-1

.
*
-----------------------------------------------------------------------------------------------------------------------------

« based on microsoft/deberta-v3-large

PairRanker

-

N,N

« achieves superior performance by mixing the outputs of multiple LLMs

https://arxiv.orq/pdf/2306.02561.pdf

Input + TopKCand
1
2 x+ y(lst)
2 + Y@nd) T Y@ra)
5
6 /’ GenFuser

-------------------------------------------------------


https://arxiv.org/pdf/2306.02561.pdf
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Non specialised embeddings (for medicine)
Medical Embedding Models
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Non specialised embeddings (for medical retrieval)

Q: What is the primary function of the spleen?

A1: The primary function of the spleen is unknown

A2: The spleen plays a key role in filtering and removing old or
damaged red blood cells from the bloodstream



Non specialised embeddings (for medical retrieval)

Q: What is the primary function of the spleen?

A1: The primary function of the spleen is unknown
Sim=0.913

A2: The spleen plays a key role in filtering and removing old or
damaged red blood cells from the bloodstream
Sim=0.667

similar but NOT relevant
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Medical Retrieval Embedding Models
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Medical Retrieval Embedding Models

‘ Doc retrieval

embedding

Source

docs top N

oG Re-ranker

&Query retrieval’ top K
Query >_> embeddin vector Store | (K<N)
< ’ Index (DB) Context

model

At every epoch: l

re-compute embeddings and | LLM AP Eiar

re-index vector DB




Medical Retrieval Embedding Models

MedCPT: Contrastive Pre-trained Transformers with
Large-scale PubMed Search Logs for Zero-shot

Biomedical Information Retrieval
Qiao Jin', Won Kim', Qingyu Chen', Donald C. Comeau’, Lana Yeganova', W. John
Wilbur', Zhiyong Lu'’
'National Center for Biotechnology Information (NCBI), National Library of Medicine

(NLM), National Institutes of Health (NIH)
Correspondence: zhiyong.lu@nih.gov

https://arxiv.org/abs/2307.00589

MedCPT: Query Encoder + Article Encoder + re-ranker cross-encoder


https://arxiv.org/abs/2307.00589

Medical Retrieval Embedding Models

PubMed search
logs (2020-2022)

) 4

&
&

255M relevant
query-article pairs

MedCPT QEnc ]H R" -

& In-batch negatives

v

18M semantic
query-article pairs

query

L

article |

MedCPT DEnc

------------------------------------------------

A

article

{

MedCPT CrossEnc J— R

Training

f

| Query / sentence BIOSSES
| representation MedSTS
Rh < Article RELISH
representation SciDocs
retrieval
| TREC-COVID,
.| Query-article NFCorpus, BioASQ,
re-ranking relevance SciFact, SciDocs
Zero-shot
inferance evaluation

https://arxiv.org/abs/2307.00589
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Initialized from
PubMedBERT

Medical Retrieval Embedding Models

MedCPT |{query} _.[ QEnc ]—’R" {article} —| DEnc ]—~1mh {query, article} —»[ CrossEnc |[—R
d, d; dg | EE——— = <
| | | ; D I DEnc corpus
greestessenssnsnssnssncnsasctunsnnsassassnssassanescFanane, g I SIS RS -
DEnc ; |
| | ] MIPS |« QEnc |}—a:
E(dy) .. E(d) .. E(dg) | o0 lromiiis
________ | | | | SToh e
She . . : [ q2a : : s » CrossEnc i—— ~%-
a1 i E(q:) — q':' ;l q'f'fi‘ q’f.llin - L7 : qi £t S e ; @ 4
m 2| e (e la |
el 2 ) —a| Rel Rel Rel q : i i j > " qud;
i § E(ql) qidy q;, d; qudg % Li : . E V— : = : é
* : E >,
i (@] .
» - T a- ST, | Ret | ©
B RO | - || - e S ; % (Guejj—EEE v
soft max | E
e e : =
[LfZQ : L?Zq s ngq L : q; d:’ CrossEnc -——> qlf,d,*

(A) Training the MedCPT QEnc and DEnc

Figure 2. Overview of the MedCPT training process. (A) Training the MedCPT query
encoder (QEnc) and document encoder (DEnc) using a contrastive loss with query-
document pairs and in-batch negatives; (B) Training the MedCPT cross-encoder

(B) Training the MedCPT CrossEnc

https://arxiv.org/abs/2307.00589

Initialized from
PubMedBERT
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Non specialised embeddings (for medical retrieval)
Medical Retrieval Embedding Models

Appendix A: MedCPT Inference

offline @ DEnc |——corpus

Top K
V_\ Rel Rel
> e
q | dq »| CrossEnc |—— 0.d e
g | d; CrossEnc [—| ¢ Final
9.4 ranking
Rel
Reranking | %%
- .| Rel Rel
q | dg | CrossEnc g Pt o 0.dy
MedCPT MedCPT
retriever results retriever + re-ranker results

https://arxiv.org/abs/2307.00589
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Medical Retrieval Embedding Models

Results

- Biomedical Information Retrieval (BEIR benchmark)
© SotA on 3/5 biomedical tasks
© Improves its initialization PubMedBERT by huge margins
- Biomedical article representations (RELISH article similarity benchmark)
© MedCPT article encoder (DEnc) outperforms all other models
o MedCPT article encoder improves PubMedBERT initialiationby over 10%
- Biomedical sentence representations (BIOSSES and MedSTS benchmarks)
© On BIOSSES, MedCPT performs the best among all compared models

© On the MedSTS dataset, MedCPT ranks the second and the performance is



Generative Representational Instruction Tuning
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Unified text embedding & generation model: GRIT
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~
o

(o)}
o

Embedding Performance
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D !
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Models :
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1
: Generative
GPT-) 6B : Models
! <
Generative &
' 4
Mistral 7B Only
Llama 2 70B GeminiPro  GPT 4
0 20 40 60 80

Generative Performance

Figure 1: Performance of various models on text representation (embedding) and generation
tasks. GRITLM is the first model to perform best-in-class at both types of tasks simultaneously.

https://arxiv.org/abs/2402.09906

https://twitter.com/Muennighoff/status/1758307967802224770
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https://arxiv.org/abs/2402.09906

Unified text embedding & generation model: GRIT

Representation

Mean Pooling
A

p

<s><|user|>
{instruction}
<|embed|>
{sample to represent}

-

\

Generation

Language Modeling Head

A
4 N

(

_4

\_

<s><|user|>
{instruction}
<|assistant|>
{response}</s>
<|user|>

\

J

Figure 3: GRITLM architecture and format. Left: GRITLM uses bidirectional attention over the
input for embedding tasks. Mean pooling is applied over the final hidden state to yield the final
representation. Right: GRITLM uses causal attention over the input for generative tasks. A language
modeling head on top of the hidden states predicts the next tokens. The format supports conversations

with multiple turns (indicated with *...”).



Unified text embedding & generation model: GRIT

Use the same model as both
embedder & reranker

Boosts perf on 15/16 Retrieval
dsets
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Large embeddings (for retrieval)

Better embeddings - more dimensions - less efficient search



Matryoshka Embedding Models

It's so sunny outside!

Matryoshka Embedding model

v

dim=1024 |10 o]y ey} ey} o i o oy e o o o o o o o o o o s e | - - -

Truncating

v

dirn =572 i e i i o o i o o o o o o o
dm=256 L1111 1T V1101 V0P 0 0 00 P00 Pl V0B d il gl

dm=128 L1111 T T T IVT 11T T1017]

dm=64 LL1T1T1T111]]

https://arxiv.org/abs/2205.13147
https://hugqingface.co/bloag/matryoshka



https://huggingface.co/blog/matryoshka
https://arxiv.org/abs/2205.13147

Matryoshka Embedding Models

It's so sunny outside!

Matryoshka Embedding model

v

dim=1024 | A} 60y ] iy sy o o 1 g o o iy o oy e e e e [y e [y e | - - -

Truncating

v

dirn =572 i e i i o o i o o o o o o o
dm=256 L1111 1T V1101 V0P 0 0 00 P00 Pl V0B d il gl

dm=128 L1111 T T T IVT 11T T1017]

dim=64 LLI1T1TT1111]

The loss values for each dimensionality are added together, resulting in a final loss value.
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Benchmarking Retrieval-Augmented Generation for Medicine dec 2023

Retrievers Indexin
& " g - Copora =
BM25 PubMed
/— LLMs ﬁ
Contriever GPT-4 StatPearls
SPECTER GPT-3.5 Textbooks
MedCPT Mixtral Wikipedia
s 2
Llama2 MedCorp
Retri | - /
e MEDITRON .
_ i Generation
[Question ‘ PMC-LLaMA [Answer]
: \_ P,

Figure 2: Component overview of the MEDRAG toolkit.

https://arxiv.orq/pdf/2402.13178.pdf
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Benchmarking Retrieval-Augmented Generation for Medicine

MIRAGE Benchmark Dataset

LM Method  viViTU-Med MedQA-US MedMCQA PubMedQA* BioASQ-Y/N V&
GPT-4 CoT 89.44 4+ 0.93 83.97 + 1.03 69.88 + 0.71 39.60 + 2.19 84.30 + 1.46 73.44
(-32k-0613) MEDRAG 87.24 + 1.01 82.80 +1.06 66.65 +0.73 70.60 + 2.04 92.56 + 1.06 79.97
GPT-3.5 CoT 72.91 + 1.35 65.04 +134 5525 +0.77 36.00 + 2.15 74.27 + 1.76 60.69
(-16k-0613) MEDRAG 75.48 + 1.30 66.61 + 132  58.04 + 0.76 67.40 + 2.10 90.29 + 1.19 T1.57
Mixtral CoT 74.01 + 1.33 64.10 + 134  56.28 + 0.77 35.20 +2.14 77.51 + 1.68 61.42
(8x7B) MEDRAG 75.85 + 1.30 60.02 + 1.37 56.42 + 0.77 67.60 + 2.09 87.54 + 1.33 69.48
Llama2 CoT 57.39 + 1.50 4784 +140 42.60 +0.76 42.20 + 2.21 61.17 +1.96 50.24
(70B) MEDRAG 54.55 + 1.51 4493 +139 43.08 +0.77 50.40 + 2.24 73.95 + 1.77 53.38
MEDITRON CoT 64.92 + 1.45 51.69 +1.40 46.74 +0.77 53.40 + 2.23 68.45 + 1.87 57.04
(70B) MEDRAG 65.38 + 1.44 4957 + 140  52.67 +0.77 56.40 + 2.22 76.86 + 1.70 60.18
PMC-LLaMA CoT 52.16 + 1.51 44.38 + 139  46.55 + 0.77 55.80 +2.22 63.11 + 1.94 52.40
(13B) MEDRAG 52.53 + 1.51 4258 + 139  48.29 +0.77 56.00 + 2.22 65.21 + 1.92 52.92

Table 6: Benchmark results of different backbone LLLMs on MIRAGE. All numbers are accuracy in percentages.

Full corpus + fusion of 4

retrievers

https://arxiv.orq/pdf/2402.13178.pdf
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Benchmarking Retrieval-Augmented Generation for Medicine

MIRAGE Benchmark Dataset
Corpus  Retriever '\ U1 U-Med MedQA-US MedMCQA  PubMedQA* BioASQ-Y/N  verase
None None 7291 + 1.35 65.04 + 134 5525 +077 36.00 + 2.15 74.27 + 1.76 60.69
BM25 55.49 +0.77 88.51 + 1.28
Contriever 54.29 o077 85 :L- 1.42
PubMed SPECTER 73.19 + 1.34 65 20 + 1.34 75.73 £ 1.72
(23.9M) MedCPT 73.09 + 1.34 | 5494 077 85 76 i 141 L
RREF-2 75.57 +1.30 55.34 +0.77 | a5
RRF-4 73.37 + 134 : 3 54.75 £ 077
BM25 | 6567 + 133 54.89 077
Contriever  73.28 + 1.3+ [NOTESERIIN 54.24 £ 077
StatPearls SPECTER 73.74 + 1.33 64.73 + 134
(301.2k) MedCPT 72.82 + 1.35 64.89 + 134
RRF-2 72.64 +135  65.67 + 133
RRF-4 73.83 +133  65.12 + 1.34
BM25 74.66 + 132
Contriever 74.10 + 1.33
Textbooks SPECTER  72.82 + 135 7.40
(125.8k)  MedCPT = 7493 +131 66.22+133 5441 077 | 29.20 + 203
RRE-2 6591 +133 5479 +0.77 :
RRF-4 G576 £150  66.06 +1.33  55.56 +0.77
BM25 73.37 £ 1.34 54.10 71.36 + 132 ST
Contriever  74.10 + 133 65.99 + 133 69.90 + 155 58.08
Wikipedia SPECTER ] 66.83 + 1.89
(29.9M) MedCPT 65.12 + 1.34 55.15 £ 0.77 29.00 + 203 73.46 + 1.78 58.95
RRE-2 74.20 + 133 6457 +134 5472 +077  31.00 £207 76.21 + 1.71 60.14
RRF-4 73.19 + 1.34 64.96 + 134 = 54.53 077 31.00 -~ 207 72.01 + 181 59.14
BM25 73.65 +134 6591 £133 56.78 £ 0.77 ' 1.32
Contriever = 7548 + 1 W 56.11 +0.77 | + 1.44
MedCorp SPECTER 7438 {132 6544 132 5441 o7 73.14 £ 178
(65.3M) MedCPT 74.75 + 1.32 67.40 55.85 +0.77 85’-- }:l_-140
RRF-2 73.74 + 133 OL24ENEaN  56.08 + 0.77 : + 1.30
RRF-4 7548 £130  66.61 + 1.32 8.04

denote performance

Table 7: Accuracy (%) of GPT-3.5 (MEDRAG) with different corpora and retrievers on MIRAGE. Red and green
and increases compared to CoT (first row). The shade reflects the relative change.

dec 2023

Performance in specific tasks is
strongly related to the used corpus

Using a combination of all corpora
provides highest performance

Hybrid search yields better
performance than dense search

Retrievers show best performance
when retrieving data from corpora
within the same domain on which

they have be@r Hraifadr sm25 and MedceT)



feb 2024

Augmenting Black-box LLMs with Medical Textbooks for Clinical
Question Answering

I X% A 61-year-old man, two weeks post-cardiac stent, has purplish feet discoloration. Labs: Leukocytes 16,400;
Eosinophils 11%; Creatinine 4.2... Biopsy: intravascular vacuoles. What's the most likely cause of the symptoms?

CUIETY AUGTTIBNITEAT. € e o w s, oo o 5 o ot o " v e ' G o i S ) I

query query
rewriting| expansio

Ask: As a medical doctor,
systematically reason
through the question, and

provide answers step by step.

Ask: Rephrase the question,
using medical terminology to
abstract the patient's specific

symptoms and conditions.
e O Oo
Concatenate - Retrieved Passages i— __________ |
Sparse Retriever ™| Psy || Psg || Ps; | |
= Rerie Pasags | = — |
Hybrid Textbook Drese Retieyes i Y [Pl B
Retriever Merge
Reranking Model | ——————— commms
Py (P2 ~ |Pe] - i| P, Py | = 1Py |
Select Top-k Passages | et = b |
R.elevance A Usefulness
Filter Asic If retrieved Filter Ask: If retrieved
plassages a;‘i’ information is
Knowledge [F! D Segment, useful to X?
Self-Refiner :
P2 Prl Decompose | segment, Segment,,, Recompose .
Pk P"a Segment, Segment,,
- R S T o S I T A R
| X I -+ | Y. Based on the provided information, the most likely cause of this patient’s |
- o | Symptoms is "Cholesterol embolization syndrome" (also known as atheroembolic |
@ renal disease or "blue toe syndrome™). Cholesterol embolization occurs when I
LLM Reader atherosclerotic plaques in larger arteries break off and embolize to smaller

G :> I vessels, leading to occlusion and tissue damage. In this case, the emboli have .
enerator I affected the kidneys, leading to decreased urinary output and malaise. |
-~

https://arxiv.org/abs/2309.02233
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jan 2024

Improving Medical Reasoning through Retrieval and Self-Reflection
with Retrieval-Augmented Large Language Models

Query ? L Query

. ) [No Retrieval]
Domain-specific

\Instruction-tuned LM

[Retrieval]

| Query

LLT;ESZI?‘* #  PMC
|

Seaiad k Language @

Model
, g '} - §
l : % : Best evidence is selected with
‘ : score of reflection tokens
Answer J 5 v
| - LAnswer <
(A) Generation (B) RAG (C) Self-BioRAG (Ours)

https://arxiv.ora/abs/2401.15269
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aug 2023
Almanac—Retrieval-Augmented Language Models for Clinical Medicine

Input
“How effective is the medical treatment of Retriever
LLM rephrasing Context LLM i
et |
Simplified query *\‘E-.'J R4 _— .
quantities
Embeddings Vector database Output: grounded in verified knowledge
< N
Browser \.’ Medical treatment of myocardial bridges is effective
V\ ~ in reducing symptoms in the vast majority of patients.
vv blockers are the first-line therapy and have been
PubMed, UpToDate, Web portals Literature shown to be successful in reducing symptoms.
(e.g., calculator) Nitrates, however, may worsen symptoms and are
BMJ Best Practices .' contraindicated.
v Source: www.website.com
. J
Search results

Figure 1. Almanac Overview.
When presented with a query, Almanac uses external tools to retrieve relevant information before synthesizing a response with citations
referencing source material. With this framework, large language model (LLM) outputs remain grounded in truth while providing a
reliable way of fact-checking.

https://ai.nejm.ora/doi/pdf/10.1056/Al0a230006
8
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Almanac—Retrieval-Augmented Language Models for Clinical Medicine

Mean Arterial Pressure (MAP)

Calculates mean arterial pressure

When to Use A Pearls/Pitfalls v Why Use v

The Mean Arterial Pressure can be calculated in all patients in which blood pressure
values are obtained.

Blood pressure targets have been shown to improve outcome in a number of conditions.

These include sepsis, trauma, stroke, intracranial bleed, and hypertensive emergencies.
Clinical guidelines may use either SBP or MAP as a blood pressure goal.

Systolic BP

100 mm Hg

Diastolic BP

9q mm Hg

93 mm Hg

Mean Arterial Pressure (MAP)

Copy Results @ Next Steps D»

Medical Calculators
(MedCalc)

CURB-65 Algorithm

Criteria Points
*¥*C**onfusion 1 point
*¥*¥U**rea >20 mg/dL (7 mmol/L)Y 1 point
**¥R**espiratory rate >30 breaths 1 point
per minute

Low systolic (<90 mmHg) or 1 point
diastolic (<60 mmHg) **B**lood
pressure

Age >**65%* years 1 point
Total: CURB-65 score

Severity Reference

Points Severity

0 to 1 point Low severity (risk of death <3%)

2 points Moderate severity (risk of death
9%)

3 to 5 points High severity (risk of death 15 to
40%)

Associated metadata: The CURB-65 calculator can be used in the
emergency department setting to risk stratify a patient’s
community acquired pneumonia.

MedCalc in Almanac
(embedded in Qdrant)
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Clinfo.ai: An Open-Source Retrieval-Augmented Large Language Model

System for Answering Medical Questions using Scientific Literature
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https://www.worldscientific.com/doi/abs/10.1142/9789811286421 0002
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Clinfo.ai: An Open-Source Retrieval-Augmented Large Language Model
System for Answering Medical Questions using Scientific Literature

Question2Query

Retrieved 16 articles. Identifying the relevant ones and summarizing them (this may take a minute).

Queries Used:

(high-grade dysplasia OR carcinoma in situ) AND biliary duct margin AND extrahepatic cholangiocarcinoma AND
prognosis

(high-grade dysplasia OR carcinoma in situ) AND (biliary duct margin) AND (extrahepatic cholangiocarcinoma) AND
prognosis

https://www.worldscientific.com/doi/abs/10.1142/9789811286421 0002
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Clinfo.ai: An Open-Source Retrieval-Augmented Large Language Model
System for Answering Medical Questions using Scientific Literature

Does high-grade dysplasia/carcinoma in situ of the biliary duct margin affect the prognosis of extrahepatic cholangiocarcinoma?

¢y Button ¢} Button

Literature Summary: The impact of high-grade dysplasia/carcinoma in situ (HGD/CIS) at the biliary duct margin on the prognosis of extrahepatic
cholangiocarcinoma is a subject of debate. Studies [1,2,10,13] have suggested that HGD/CIS at the biliary duct margin can have an impact on survival,
with some studies indicating a poorer prognosis [1,11,13], while others suggest comparable outcomes to negative margins [2,10]. Furthermore, a
meta-analysis [8] found no significant impact of HGD/CIS on overall survival rates compared to negative margins, but a higher incidence of local
recurrence. Yet, other studies [9,12,14] found no significant impact of HGD/CIS on survival rates. Importantly, the presence of invasive carcinoma at
the ductal resection margins has been identified as a strong independent prognostic factor [2,10]. Additional resection has been suggested to
improve outcomes in some cases [1,4], although one study found worse survival rates even after achieving negative margins through additional
resection [14].

TL:DR: The evidence is mixed, but it suggests that high-grade dysplasia/carcinoma in situ at the biliary duct margin may impact the prognosis of
extrahepatic cholangiocarcinoma, potentially leading to a poorer prognosis or higher incidence of local recurrence. Invasive carcinoma at the margins

is a stronger negative prognostic factor. Additional resection may improve outcomes in some cases.

References:
[1] Radtke A, Konigsrainer A (2016) Surgical therapy of cholangiocarcinoma. Visc Med 32:422-426

[2] Nagorney DM, Donohue JH, Farnell MB, et al. (1993) Outcomes after curative resections of cholangiocarcinoma. Arch Surg 128:871-879
[3]1 Noji T, Okamura K, Tanaka K, Nakanishi Y, Asano T, Nakamura T, Tsuchikawa T, Hirano S. Surgical technique and results of intrapancreatic bile
duct resection for hilar malignancy (with video).. HPB : the official journal of the International Hepato Pancreato Biliary Association.

2018;20(12):1145-1149.

[4] Otsuka S, Ebata T, Yokoyama Y, Mizuno T, Tsukahara T, Shimoyama Y, Ando M, Nagino M. Clinical value of additional resection of a margin-

https://www.worldscientific.com/doi/abs/10.1142/9789811286421 0002
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Health-LLM: Personalized Retrieval-Augmented Disease Prediction
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Development of a Liver Disease-Specific Large Language Model Chat
Interface using Retrieval Augmented Generation
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« Hybrid search replacing dense search

« Reranker model to rerank and filter retrieved elements
» Variable length embedding models

* Medical embedding model

« Medical embedding model fine-tuned for retrieval

* Single model for embedding and text generation



\

J

" MedCPT doc
SFT data
encoder (ours)

" MedCPT query )

(e

encoder (ours)

.

J

Proposal

Vector Store
Index (DB)

*RRF-2 (fusion of BM25
and MedCPT)

DT
4 |V|ed\./| |

cross-encoder

9 (ours)

~

J

l
< cOrIext >

r

Aloe

~

_)<Answer>




stuff



Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection

Retrieval-Augmented Generation (RAG)
Prompt How did US states get their names?

Step 1: Retrieve K documents

o Of the fifty states, eleven are named
after an individual person.

o Popular names by states. In Texas,
Emma. is a popular baby name.

Retriever California was named after a fictional
o island in a Spanish book.

Step 2: Prompt LM with K docs and generate

Prompt How did US states get their names? + )@)€

‘L US states got their names from a variety of
% sources. Eleven states are named after an

individual person (e.g, California was named
LM after 'Qhriﬁ;QQf]gg Columbus). Some states
incluf'mg Texas &=d_Utah, are named after

L Contradictory  [merican trioe] No information inpassages]

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Prompt: Write an essay of your best summer vacation

Qo006 &2 —> My best...

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand

% —> S states got their names from a variety of sources.

Step 2: Generate segment in parallel

Prompt + o Prompt + o Prompt + 9
2| S 3 2
Raelevant T
11 of 50 state names Imsievantt| Toxas is named Relevant | California’s name has its

come from persons.

Supported orgins in a 16th-century novel

after a Native American tribe. % _
Las Sergas de Esplandian. | parsaity

Step 3: Critique outputs and select best segment

..... (o= > 0 mm > om

US states got their names from a variety of sources. 11 of 50
states names are come from persons. 26 states are named
after Native Americans, including Utah.

Ratrieve

— Repeat.... —

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Prompt: Write an essay of your best summer vacation

22

No Retrieval

My best summer vacation is when my family and | embarked on a road trip along ..

https://arxiv.org/abs/2310.11511
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